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:‘1 UltraSoC Overview ultra@

RISC- Q) / (D rusiLicon
HUAWEI ( | I Tier-1
Founded 2009 & Microsemi imagination [
* VC-funded start-up Esperant
ARMV8 Speranto ) .
- 2017 - Round of $7M Tochnologtes @ ('ntel)
* New Chairman October 2017
Alberto Sangiovanni-Vincentelli €33aBUc MOUidiUSk P"/lc
* Headquarters in Cambridge UK Heolek
. ) sondrel
* 44 patents Imperas eodoslp _TJC\D cadence
* ~35 employees — ARNDEs "SR }Eﬁsﬂfﬁﬁ’ggylk
BAYSAND TECHNOLOGY o
e Seasoned management team @RresitrecH CEVA @ Woortec
nercepio’ SYnorsys: ™ “ ...............

Key partners & ecosystem
| m leCroy NMIPPSS
Proven technology and product-market fit
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:’A Challenges ultra@

RISC-V

On-Die
Communicd@pons

Time to Market @ @ Systemic Complexity

HW — FW/SW Integration @..x y..@ Heterogenous Architectures

System—level Validation .'"' - Security

System Performance @, ® Functional Safety

Real World Disconnect

14 May 2018 8



RISC-V

A coherent architecture to debug, develop, optimize & secure
* Full SoC visibility, HW & SW. System level
* Support “all” processor architectures: Freedom of IP selection

e Real-time & non-intrusive

Interconnect

* Advanced analytics & forensics

* Power/Performance optimization ... l-' ‘

:’A On-chip Analysis ultra@

Portfolio of
Analytic Modules

. “in life” analytics & SLA compliance - mm =
] g e Engine

* Supports Functional Safety

Flexible &
Scalable
Message Fabric

* Supports Bare Metal Security™

* High-speed debug over USB or SerDes

Family of
Communicators

On-chip Analytics and Debug via RTL IP and SW

05/07/2018






: A Define Holistic
RISC

ho-lis-tic
/ho listik/ 4
adjective PHILOSOPHY

characterized by comprehension of the parts of something as intimately interconnected and
explicable only by reference to the whole.

05/07/2018 11



: d Define SoC?
RISC

"The first true SOC appeared in a
Microma watch in 1974 when Peter Stoll
integrated the LCD driver transistors as
well as the timing functions onto a
single Intel 5810 CMOS chip.”

http://www.computerhistory.org

05/07/2018 ) 12



Modern SoC - Nvidia Carmel

16 CS

109 Gbps 5 TFLOPS FP16
1gE & 10gE 10 TOPS INT8

1.2 GPIX/s Encode
1.8 GPIX/s Decode

1.6 TOPS Bd ISF
Stereo Disparity G = 1.5 GPIX/s
Optical Flow % 1| T (| ’ _— Native Full-range HDR
Image Processing o o W wll 1l e » 1 Tile-based Processing
pg U i W "
|
tta GPU - .E - : -8 8 Cores
FP32 / FP16 / INT8 Multi Precision ] ¢ ¢ i i
5 10-wide Superscalar
5 o .
344 CLOACores - 1 2700 Specint2000
]V'j 2 TFFOPS Functional Safety Features
20 Tensor Core TOPS " Em 8 Dual Execution Mode
Parity & ECC

H-Bit LP

£J20

05/07/2018 137 GB’s



:’A Modern SoC

RISCV KB  s32v234Block Diagram

05/07/2018



: Ad soC Observability has Always Been an Issue
RISC

N

05/07/2018
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Architectural Overview
Example Scenarios




:" Advanced Analytics for the Holistic SoC ultra
RISC-V/

Interconnect (AXI|, ACE, ACE-lite, OCP, NoC)

A A A A T A

v v v v v
' -
xtenq EVA DRAM GPU
controller
— 31 t | | |
y v 4 4 ¥
Tra.ce A Trace ] a S Stat.us Portfolio of
Receiver Encoder entatio Monitor Analytic Modules :
Y A A A A

A
vesage Engie Flexible &

Scalable
Message Fabric

Message Engine

Universal System Family of

. M N
Streaming A Communicators
Comm Buffer

14 May 2018 17



:’A Software Tools for Data Driven Analysis ultra

Third Party Tool

Vendor Partnerships

File Edit Navigate Search Project Run Window UltraDevelop Help

o
Single step &

HaRgP - XD PR Qigivit- Q- id - RE@Y Y EE D
% Project Expl E% "7 7 Bat0s  @latch address... & b k H ftor C.. * % Monitor ... & Downstre.. ' i Monitor Time Vi
roject Exlorer il jatch_addfress q rea pOInt fiy onitor s o i Monitor Time View

*bm1:0

ik oo o S OB UltraDevelop interfaces with
almost all common validation
and verification solutions:

Flags Time Module  Qualifier cA

©0x70000010  jal $ra, @xi2i CPU code t  4560409.. xbm2  axi monitor por.. 0
4570198

xbm1  axi monitor por...

N
el IMeseceesaaas

rt-agent Jaunch

0
a Sotime matncioe arge, ¢ 4610409.. xbm2  aximoniorpor.. 0 ™!
rwe_alludt 29937t 4610409.. xbm2  axi monitor por.. O !
0x70800138 $sp, $sp, exffFfffde 30019 t  4620188.. xbmi  axi monitor por.. 0 om0
g:;g:ggﬁg b :g;’ g:iggzzﬁ 30335t 4660409. xbm2  aximonitorpor.0 | oo
M 0x70000144 addi  $s0, $sp, @x30 30336 t  4660409.. xbm2  axi monitor por... 0 2800000 —
4 Debug RB@ <[+ - 0x70000148 sw $30, OxTFFFFrdc($s0) 30418 t 4670196, xbm1  avimonitorpor.0 .. c a d e n c e
v @ riscy-ptrace start-agent [UltraDebug Agent) ~ 0x7000014C sw $al, OxFFfffds($se) 30687 t 4710409.. xbm2  axi monitor por... O
@ Debug Memory Target . i 30688 t  4710409.. xbm2  axi monitor por.. 0
4 UltraDebug Agent 22: seed = 1; 30781t 4720198. xbm1  axi monitor por.. 0
+ Target Communications 0x70000150 lui $a5, @x70000 31056 1t - xbm2  axi monitor por... O |
v @riscv-ptrace riscv [UltraDebug Remote Target] 0x70000154 addi  $a4, $zero, 1 31059 t xbm2  axi monitor por... 0] M‘
~ @ blocks.elf 0x70000158 sw $ad, Ox2bd($as) 31147 t xbmi  axi monitor por... 0

48 Thread #1 (Running : User Request)
4 openocd.exe

CEVA  GreenHils

24:  draw_block(p, 0, 800, 488, ©x60000000); // c

¥ C/UltraSoC/demas/2018_03_15/riscv-tools/gdb exe (7.12.50. 0x7000015C addi  $ad, $zero, © "
v @ bus _traffic.arm0 [UltraDebug Remote Target] v < >
< >
© sytem o @ Virtual Consel © Console @ Error Log 8-=8 Q I L] I M G
VC.Channel: ve1.0 = ec I pse
Sort By: Hierarchy ~ | 20,0.0006014573 enable ¥ fast Nfull_address Y -~
& A 21,0.0004009715 addr 0x70000004 syStems
. & 2200002673144 branch_m YYYNYYYNN o 0x70000174
M u Itl p I (] o 230000178208 branch map YYYNYYYNN odd 0x7000018C
0 2400001188064 L branchmap  YYYNYYYNN addr  0xT00001A8
o 2500000752043 full delta  branch map  YYYNYYYNN 0x700001CO L A U TE R BACH
ot h e r g || 2 0.0000528028 0x0  full delta branch_m YYYNYYYNI 0x700001DC
= ¥ 2700000352019 0x0  fulldelta  branch map  YYYNYYYNI 0x700001F8 DEVELOPMENT TOOLS

26, 0.0000234679
CPUS 29, 0.0000156453

30, 0.0000104302
flows=0,1,2) 31, 0.0000069535

0x0 fulldelta  branch map  YYYNVYYNN 2l 0x70000214

o 00 fuldelta  branchmap  YYYNYYYNN addl 0370000230

Rea I-tl m e 0x0  full delta branch_m ¥ add
0x0  full_addr_only aclr 0x70000258

0x0  full addr_only acldr 0x7000026C

HW Data 0x0  full delta branch.map  YYYNYYYNN

00 full_delta branch_m

Aot e

SYnopPsys

’,‘\ TELEDYNE LECROY
Everywhereyoulook

SW & HW in

one tool

instruction im@eras
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: d Technical Problems UltraSoC Solves
RISC o) N

ult ra@
What is the
mismatch
between the
host & the
W

Can | trust
system
security?

Why is the CPU
not as fast as
expected?

Why do some
DMA transfers
take too long?

Peripheral Interconnect

A 4 A

DMA-1 RAM DMA-2

Ty v+ 11y

[ Interconnect

-t
-t

Why does the

(em J5—1
v v Why is my sys.tem |
i OCcasiona
%{ DRAM controller Inte I’COI’]nect PHY y

What is going on
with my memory
controller?

{ hang or

slower than | v
deadlock?
DDR3 eXpeCted?

05/07/2018 19




:" Actionable Insights Across the Whole SoC ultra@
RISC-V/ . .

A
Latency anomalies: cpu2

UltraSoC delivers
actionable insights

Knowledge

With system-wide
understanding

From rich data
across the
whole SoC

<
<«

UltraSoC enables 7u// visibility of SoC

14 May 2018 20






N 4

RISC-\

9 May 2018

Need for Processor Branch Trace in RISC-V ultra@

Detailed presentation at: https://riscv.org/2018/05/risc-v-workshop-in-
barcelona-proceedings/

In complex systems understanding program behaviour is not easy under real-
time conditions

Software/Firmware rarely behave as planned interactions with other cores’
software, peripherals, real-time events, poor implementation, ...

Using a debugger is not always possible since realtime behaviour can be affected
Providing visibility of program execution real-time is important
One method of achieving this is via Processor Branch Trace

* Encoder

* Filtering and triggering schemes

22
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:“l ~ Processor Branch Trace ultra@
RISC-V

* Track execution from a known address and send messages about deltas taken by program

* Deltas result from jump, call, return and branch type instructions, interrupts and
exceptions

* RISC-V instructions are executed unconditionally or their execution can be determined
based on the program. Instructions between the deltas are assumed to be executed

sequentially

* No need to report them via the trace, only whether the branch was taken or not and the
address of indirect branches or jumps taken

9 May 2018 23



:‘“ ~ Interrupts and Exceptions ultra@
RISC-V

* Interrupts can occur asynchronously to a program’s execution
* Exceptions can be thought of in the same way

* The decoder generally does not know where an interrupt occurs in the
instruction sequence. The trace encoder reports the address and an
indication of the asynchronous destination

* When an interrupt or exception occurs, or the processor is halted, the final
instruction executed must be traced

9 May 2018 24



K4 Trace Contro uttrady

RISC ‘J:'\‘:rﬂ"'."
* Controlling when trace is generated is critical for reducing the volume of

trace data

* Filters are required

* Filters enable trace based on: address range, privilege level, and interrupt
service routines

e Other examples
* Trace for fixed period of time
 Start trace when external (to the encoder) event detected

* Stop trace when an external (to the encoder) event detected

9 May 2018 25



:“ Encoding Efficiency

RISC-\

9 May 2018

Benchmark
dhrystone
hello_world
median
mm
mt-matmul
mt-vvadd
multiply
pmp
gsort
rsort
spmv
towers
vvadd

Mean

215015
325246
15015
297038
41454
61072
55016
425
235015
375016
70015
15016
10016

Instructions Packets

1308
2789
207
644
344
759
546
7
2052
683
254
72
111

Payload

Bytes
5628
10642
810
2011
953
2049
1837
39
8951
2077
1154
237
316

Bits per
instruction

0.209
0.262
0.432
0.054
0.184
0.268
0.267
0.734
0.305
0.044
0.132
0.126
0.252

0.252

ultra@

 Validated in FPGA, soon in silicon

* Table shows encoding efficiency of
the algorithm

* Does not include any overhead for
encapsulating into messages or
routing

* Different program types will have
different overheads

26






:A UltraSoC and RISC-V ultra@

R I S C ‘J:‘\‘:J'

UltraSoC has been a member of the RISC-V Foundation since 2016
* Leadership role in Debug Working Group

* Trace specification, announced @ DAC 54, offered as open standard spec

Industry’s first and only commercial RISC-V debug & monitoring products

* Including trace & run control

* Scalable from lightweight loT to heterogeneous multicore designs

Publicly endorsed by major processor and tools vendors

* Andes, Baysand, Codasip, Esperanto, Imperas, Lauterbach, Microsemi, Roa Logic, SiFive, Syntacore

FPGA demonstrator available, IDE integrated

Silicon proven

05/07/2018 28



:" RISC-V Demo System Architecture

RISC-V/
LEDs & T :SDDIMM i r
* Zynqg FPGA platform s [CQ.LSE.,] [cmm]
* RV32 RISC-V | | |
e Custom logic
* 2x ARM A9

e UltraSoC architecture
* Demo shows:

* Trace Encoder configuration

RISC-V run control

Capture of instruction trace

* Disassembly of instruction trace

* Bus state

* Performance histogram

5 July, 2018 5pin 1148.1 ULPI to off-chip PHY
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:‘ ‘ Q&A

RISC-\

IF YOU ASK ME A
QUESTION | DON'T
KNOW, I'M NOT
GOING TO ANSWER

IT.

Yogi Berra
Baseball Manager
(Born 1925)

05/07/2018






: y Concerning Security

RISC

Creative Commons Attribution-NonCommercial 2.5 License.

This work is licensed under a
https://xkcd.com/1957/

05/07/2018

CVE-2018-77222

CQUE-Z20I8-77¢77
CVE-20I8-77777

CVE-2018-777772

LEAKED LIST OF MAJOR 2018 SECURITY VULNERABIUTIES
PPPLE PRODUCTS CRASH LHEN DISPLAYING CERTAIN TELUGU OR BENGALI LETTER COMBINATIONS.

AREMOTE ATTACKER CAN INJECT ARBITRARY TEXT INTD PUBLIC-FACNG PAGES VIATHE COMMENTS BOX.
MYSGL SERVER 5545 SELRETLY RUNS TWO PARALLEL DATABASES FOR PEDPLE WHD SAY "5-Q-1" AND 'SEQUEL:
A FLAL IN SOME x86 CPUs COULD ALLOW A RoaT USER TO DE-ESCALATE T NORMAL ACCOUNT PRVILEGES.
APPLE PRODUCTS CATEH FIRE WHEN DISPLAYING EMOTT WITH DIACRITICS.

AN OVERSIGHT IN THE. RULES ALLOWS A DOG TO JOIN A BASKETBALL TEAM.

HASKELL ISNT SIDE-EFFECT-FREE AFTER ALL; THE EFFECTS ARE ALL JUST CONCENTRATED IN THIS ONE
COMPUTER IN MISSOURI THAT NO ONE'S CHECKED ON IN A WHILE.

NOBODY REALLY KNOUWS HOL) HYPERVISORS LJORK,

CRIMCAL: UNDER LINUX 3.14.8 ON SYSTEM/370 N A UTC+IH TIME ZONE, A LOCAL USER, COULD POTENTIALLY
USE A BUFFER OVERFLOW TO CHANGE. ANOTHER VSERS DEFAULT SYSTEM ALOCK FROM 12-HOUR TO 24-HOUR.

%86 HAS LAY 00 MANY INSTRUCTIONS. |

NUMPY 1.8.0 CAN FACTOR PRIMES IN OLos N) TIME AND MUST BE QUIETLY DEPRECATED BEFORE ANYDNE NOTICES,
APPLE PRODUCTS GRANT REMOTE ACLESS IF YoU SEND THEM WJORDS THAT BREAK THE “T BEFORE E* RULE.
SKYLAKE #85 CHIPS CAN BE PRIED FEOM THEIR SOCKETS USING CERTAIN FLATHEAD SCREWDRIVERS.
APPARENTLY INUS TORVALDS (AN BE BRIBED PRETTY EASILY,

AN ATTRCKER CAN EXECUTE MALICIOUS (ODE ON THEIR OWN MACHINE AND NO OME (AN SToP THEM.

APPLE PRODUCTS EXECUTE ANY (ODE PRINTED OVER A PHOTD OF A DOG LITH A SADDLE AND A BABY RIDING IT

7777 UNDER RARE CIRCUMSTRANCES, A FLAW IN SOME VERSIONS OF WINDOWS (DULD ALLOL) FLASH TO BE INSTALLEDR

7?7 TURNS OUT THE CLOUD 15 JUST OTHER PEOPLE'S COMPUTERS.

A FLAL IN MITRE'S CVE DATRBASE ALLOWS ARBITRARY CODE INSERTION.

ultra
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:" Processor Trace

RISC-V

Intel PT
Packet Log

34
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: A Embedded Analytics
RISC

Security Performance
HW-based attack detect Run-time server optimization

Safety

HW “stuck pixel detect”

. frame: 3

" " CPU: 0 CPU: 1 CPU:

Latency anomakies: cpul Latency anomalies: cput Latency anomalies: cpu2 = - e

e " . " . — ] - ==

1 - - o ———

m . —=

. T =
-— —_——
3 —_ PRI I I i, L B R f— | — —
L TP R T I R TR AR R TR T S - — - T
- S -_

N —=— _ =

" ) — — -

. ] -_= - - :E

s . = - - —=

" et ' "

* Non-intrusive: No performance impact or “warning”
 Hardware: Fast, react at HW timescale; invisible to software
* Visibility: Analyze software and system everywhere in SoC, see any problem

05/07/2018 . . .
Commercial in Confidence
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: 4 UltraSoC IDE
RISC

File Edit Navigate Search Project Run Window UltraDevelop Help

Decoded trace showing source code and assembly

ultra

[ ¥} il 0 00 @ b 2 e SE%GHiErO Y DEEIN AN D Quick Access|§ 2| @ G
13 Project Explorer 8% - 18 crt0.S & latch_addre: C"quanz_disp\a‘.‘ = ud_ptrace6815... 4 Monitor C... 4 Monitor M... ¥ Downstre... [/ Monitor Time View B
= gdbinit ~ A @~
o quartz_ui_core_0.elf Index Flags Time Module  Qualifier ca | xbmi0 -0 -‘1
= bus_traffic multilaunch launch 0x70080010 jal $ra,\gx128 20571 t 4560409... xbm2 axi monitor por... 0 3000000 .
5 bus_traffic start-agent launch fsre/blocks. ¢ 20653t 4570198.. xbmi  axi monitor por... 0 benien I 1 Bus
.- . xbm1: ]
2l instructions.pdf 20:int main(int argc, char **argv) { 29936 t 4610409... xbm2 axi menitor por... 0 aCt|V|t
& quartz_display_rw_all.udt 29937 t 4610409.. xbm2  axi monitor por... 0 1 y
% slide jpg 0x70000138  addi  4sp, $sp, exffffffde 30019 t  4620198.. xbmi  axi monitor por.. 0 bma0 "N I
= slideshow.pptx gx;ggggiig sw zr;, g"gggs"g 30335 t 4660409... xbm2  axi menitor por... 0 :
1 P X SwW 1 X S
> & ceva jtag_proxy hd ox70000140 addi 50, $5 p" ox30 30336 t  4660409.. xbm2  axi monitor por... 0 2800000
g s s
4 Debug Rk =i+ ox70000148 sw  $a@, exffffffdc($se) 30418 t 4670198.. xbm1  axi monitor por.. 0 xbm2:1 | N R
~ @ riscv-ptrace.start-agent [UltraDebug Agent] ~ @x7000014C sw $al, exffffffda($se) 30687 t 471040 xbm2 axi menitor por... 0 0000
£ Debug Memory Target 30688 t  4710409.. xbm2  aximonitor por.. 0
22: seed = 1;
2 UltraDebug Agent H 30781t 4720198. xbmi  aximonitorpor. 0 e m
& Target Communications 0x76008158 1ui $as, 78008 31058 t  4760409.. xbm2  axi monitor por.. 0 ,
~ @ riscv-ptrace.riscv [UltraDebug Remote Target] 9x70000154 addi $ad, $zero, 1 31059 t 4760409... xbm2 axi manitor por... 0
v @ blocks.elf 0x70000158 sw  $ad, Ox2ba($as) 31147 t 4770198.. xbm1  axi menitor por... 0
+@ Thread #1 (Running : User Request) v
ol opanced.exe 24: draw_block(e, @, 8ee, 488, exeeeeeeee); // clear s < >
u ) ' ) : v ] scroll
c: C:fU:;raScC,'demale[:8_03_1Sfrlscv—lnnls,lgdb.exe (7.12.50. 0x7008015C addi  $ad, $zero, © Go to: Index Go [Ascrol )
Contr0| ~ @ bus._traffic.arm0 [UktraDebug Remote Target] v < > & Monitor Data & Traffic Generators O Memory & Configuration & PTrace &
< >
H H ® \gi @ [N EE rtel
Conﬁgu ra“one System : oG & Virtual Console © B Consocle 2 Error Log uln =
VC.Channel: ve1.0 Index SrcID Cha.. Packet
Sort By: Hierarchy ' 20,0.0006014573 A |0 0 0x0 te_support abl Y fast N full_acldress Y|
~ L] rme1 (message_engine) & A~ 21,00004009715 1 0 0x0  sync idd| 0x70000004
= jtmi1 jtm) & 22,00002673144 2 0 0«0 fuldeha anch_m. YYYNYYYNN addr  0x70000174
pam1 (xbpam) £ 2300001782096 3 0 00 fuldeka nch_m YYYNYYYNN 200 0x7000018C
[ rtel (rte) g 24,0.0001188064 4 0 ox0  full_delta anch_m YYYNYYYNN 2dcr 0x700001A8 Trace
0 si1 (si) £ 2500000792043 5 0 0x0  full dehta ch_m: YYYNYYYNN 0x700001C0
[ sm1 (sm) g, | % 00000526028 6 0 0x0  full_deka anch_m. YYYNYYYNN 2ddr  0x700001DC Packets
= =___||27,0.0000352019 70 0x0 fulldeha ch_m YYYNYYYNN - 0x700001F8
& Connections :g’ gggﬁ:i;g 8 0 0x0  full_delta anch_m YYYNYYYNN acc 0x70000214
¥/ usb(0) 30, 0,0000104302 9 0 0x0  full delta ch_m: YYYNYYYNN = 0x70000230
% ush0.usb (route=1, flows=0,1,2) 31' 070000069535 10 0 ox0  full_delta anch_m: Y add 0x7000023C
33 0.0000045356 10 0x0  full_addr_only add 0x70000258
33, 00000030904 12 0 Ox0 fulladdronly add 0x7000026C
34, 00000020603 130 0x0  full deka ch.m YYYNYYYNN 2 0%70000294
14 0 0x0  full_delta ch_m Y add 0x7000023C
1c n s £l adde ~nl, AuINANAICO hd
v € >
Writable Insert 1:1
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ultra

Clearly stated messages on each slides

* Netspeed integration: Show block diagram before/after

* Long Tail , which tail?

* The Challenge

* Heterogenous, multicore, DSP, ... DSA, busses, data rates and width

* Debug of bits = transactions = ???

* Show a simple slides of history and future of analytics

* Maybe a hierarchy where analytics consists of debug?

* The challenge is debugging FW and SW in a complex SoC or maybe even a multi-die, multi chip solution
* 000,

*  Workloads of tomorrow are unknown. You cannot predict and systems need to be optimized with real data. Thus, tuning with in-
silicon analytics

*  What we offer
* Show blow-up of a few critical IP blocks and highlight configurability at compile time and run time
* Cross triggering is reconfigurable at runtime (need slides for cross triggering

* Highlight key words graphically — Nonintrusive, heterogeneous, ...

05/07/2018 . . . 37
Commercial in Confidence



: y ultra

RISC-V/

* Challenges change over time
* Single core
* Multi core
* Hetero generous
* Custom accelerators
*  Memory throughput
* You cannot do all the analysis off-chip

* Trace got there a long time ago

* SoCs and FPGAs

* Sim, Em, Pro, Post-Si, In-Field

05/07/2018
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* Visibility of whole SoC is critical. Maybe multiple SOCs

¢ Build time vs runtime: what can be done at each

* Analytics — debug ++, system level, not just a processor

* Analytics are critical for post-silicon optimization

*  Workloads are unknow and systems are tuned to a workload during design

e Demo slide

05/07/2018 . . .
Commercial in Confidence
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0000000000

IF THE WORLD
WAS PERFECT, IT
WOULDN'T BE.

Yogi Berra
Baseball Manager
(Born 1925)




EM-51
8051 EMULATION BOARD

m Emulates 8051/8751/8031 functions on m Plugs directly into 8051.'3?51.'@3'1
a 2.75" x 5.25" board assembly sockets

m Replaces the 8051/8751/8031 in

m Includes a 2732A EPROM device for
prototype systems

program memory

The EM-51 emulation board is a small, ready-to-use microcomputer assembly that replaces an Intel 8051
family single-chip microcomputer in a prototype system. EM-51 includes sockets for 2716 or 2732 EPROMs,
which substitute for the B051/8751 on-chip program memory during prototype development. An Intel 27324
4K x 8 EPROM is included with the board. With the memory in place, an EM-51 board becomes a full
functional and electrical equivalent of the 8051 or 8751 microcomputer.
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